WAMPAC FRAMEWORK - ADMIN MANUAL

The Wide Area Monitoring, Protection and Control (WAMPAC) framework is
developed with associated computational algorithms and software tools, to
prevent and mitigate cyber-attacks and achieve resilience.The application is

designed in accordance with CIA guidelines for information security.

In this network we have a server, set of verifiers and user nodes. Server is
the administrator of the network, nodes are desktops who are the participants
who take part in transactions, verifiers are set of 7 desktops who are also
participating nodes but help in decision making for disputes or root cause analysis

in the network.

Every node in the network has a unique decentralized identity (DID). A smart
contract governs user enrollment and disenrollment processes based on

whitelisted rules.

A distributed Network Monitoring service constantly monitors the entire network
for anomalies and performs a PBFT based decision making process on agreed

group policies.

The service also detects anomalies, localizes the affected node and provides the

latest committed safe state.

A desktop application runs on startup to manage the

provenance-monitoring tool.

This admin manual will help through each step of the application. Follow the steps

to seamlessly setup the application on the system
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PREFACE

Pre Requisites

Java 11

Go IPFS v0.6

Windows 10 Desktop enterprise edition

Network device (Cisco SG300, 28 port Gigabit managed switch)
Syslog Servers (Ubundu 18.04 with rsyslog installed)

List of ports mentioned in 5.a are opened

ooswN

Product Elements
1. User Interface: It provides provision for verifiers to generate a unique identity in network,

verify identity, file share access permission, continuous monitoring of system status,
accessing list of backups of files, and provision to create backups for the logs

2. Network Identity Creation: Provision to create a unique decentralized identity (DID) in
the network, Verification of the identity is mandatory to perform any operation in the
network.

3. Access Permissions: Provision to define the file access permissions to specific set of
users, Perform operations on the file by checking the permission set, File Versioning —
History of the file operations performed

4. NMS logging module: Checks Health of system, Periodic log collection and distributed
storage of logs, System restoration, Backup logs used for root cause analysis

5. Active Directory Service: Admin system who handles the entire network, Enroll users into
the network, Setting rules for access policies and group policies, Periodically pushes the
system configuration into the network for failover of admin machine (if required)

Admin Server and Verifiers

Our WAMPAC Framework holds two types of Verifiers: Admin Server and Set of Quorum. Admin
holds control over the entire. It is charged with user whitelisting, creating and maintaining rules
and group policies for the network.

Verifiers are set of nodes who are quorum members part of the Blockchain. They are the
members assigned to store provenance data and to perform all the distributed decision making
in the network.

SETUP



Installation

o0 Install all the prerequisites mentioned in Preface.Prerequisites
O Double click on the executable and the Ul screen pops up to perform necessary
operations

If the executable does not load correctly, please refer troubleshooting section

Configuring Syslog Server and Client

o Configuring a system logging on network device
For any network device which is part of the network, say, Switch or Router, would need to be
configured with Syslog client logging configuration.
Please find below configuration of syslog in a SG300 switch through CLI and GUI.
Configuration through CLI:
1. Open the Cisco command-line interface and begin a session
2. Switch to global configuration mode, type the command
a. Configure terminal
3. Verify that logging is enabled, if logging is disabled, type the command
a. Logging on
4. Configure the switch to send the logs to the syslog server, type the command
a. Logging host <ip-address of syslog server> port 514 severity <informational>
5. Return to privileged EXEC mode by typing the command
a. End
Configuration through GUI:
1. Login to the cisco GUI and begin a session
2. Go to the system log settings, type the commands mentioned below:
a. Administration > System Log > Log Settings.
b. Inthe logging field enable the check box for syslog logging, enable checkbox
to enable Syslog Aggregator, set Max. Aggregation time to 300, Under RAM
Memory Logging and Flash Memory Logging, check the appropriate check
boxes respectively.



Log Settings

Logaing: ¥ Enable
Syslog Aggregator: ¥ Enable
# Max. Aggregation Time: |300— sec. (Range: 15- 3600, Default: 300)
RAM Memory Logging Flash Memory Logging
Emergency: i Emergency: ¥
Alert: i Alert 72
Critical: ¥ Critical: IV
Errar: ~ Errar: Vv
Warning: i Warning: |
Motice: I~ Motice: I
Informational: i Informational: H|
Debug: m Debug: I
bhpplyf | Cancel |

c. Click on Apply

3. Go to Remote log Server's setup, type the commands below:
a. Administration > system log > Remote Log Servers

b. Click on Add to setup a remote syslog server

Remote Log Servers

T ki

[T | Log Server
0 results found.

Edit.. Delete

UDP Port | Facility Description | Minimum Sewverity

c. Select Server definition as “By IP address", IP Version as “version 4”, Under
Log Server IP Address input the ip-address of the syslog server, update the
port number as “514”, facility as “local 3”, description as “log” and minimum

severity as “informational”.

Server Definition: & BylP address ¢ Byname
IP Version: € Version 6 % \ersion 4

IPyE A 3 LinkLocal & Global

Link Local Interface: I Mone 'l

# Log Server IP Address/Mame: |192.168.‘I.20

= UDP Port: 514 (Range: 1- 65535, Default: 514)
Facility: I Local 3 'l
Description: Testlog

Minimum Severity:




d. Click on Apply

Remote Log Servers
¥ | Loag Server | UDF Port | Facility = Description = Minimum Severity

o0 Configuration on Ubuntu Syslog Server
1. The default logging utility in Ubuntu is Rsyslog. Login to the Ubuntu machine and
open Terminal. In the terminal go to the file rsyslog.conf:

a. cd /etc/
b. gnome-open rsyslog.conf

2. The below line should be present in the file, rsyslog.conf. Type the command below:
a. $IncludeConfig /etc/rsyslog.d/*.conf

3. Make a new file, cisco.confin /etc/rsyslog.d directory.
a. cd /etc/rsyslog.d
b. cat cisco.conf

4. Add the content below to the file cisco.conf to make sure all syslog messages with

facility local7 should be logged to the cisco.log file at the directory /var/log/cisco.
a. Local7.*
b. /var/log/cisco/cisco.log

5. Create a folder named cisco at /var/log and a file cisco.log inside that folder.
a. mkdir /var/log
b. catcisco.log

6. Restart rsyslog daemon, type the command below:
a. sudo service rsyslog restart

NOTE: Since windows machines do not have rsyslog, we have to go with Ubuntu syslogs to log
system information and events of the switch. All logs sent from the switch should be available

now at the location /var/log/cisco/cisco.log.



ADMIN PROCEDURES

This section explains how to use the product categorized based on the operations provided for
the Admin Server

Whitelisting New Nodes

A smart contract governs user enrollment and disenrollment processes based on whitelisted

rules.

The server node whitelists nodes based on IP Address and defines role (user or verifier). The

whitelist node information is shared to all the verifier nodes.

1. Enter the PeerID of the new user, the IP address and the role
2. Click ADD to add the new user

ADMIN-WAMPAC

q C localhost

ADMIN
Admin > New Machine
Add New Rule

Add New Machine Add New Machine to Blockchain

Peer ID
Role v
IP Address

Status false




Setting Rules and Group Policies

ADMIN-WAMPAC

q c tp://localhost

ADMIN
Admin > New Rule
Add New Rule

Add New Machine Add New Rule to Blockchain

Admin Machine Error Threshold
Start Date Login Threshold
End Date

Warning Threshold

Other Threshold

1. Enter the following fields
Admin Machine: Hostname of the admin machine
Start Date: Date from which the rule is applicable to the network
End Date: Date at which the rule expires
Error Threshold: Threshold each system can commit errors

Login Threshold: Total number of times each system can make an invalid login before an

action is taken

Warning Threshold: Total number of warnings each system is given before an action is

taken

Other Threshold: Total number of times each system can make anomalies before an

action is taken

2. Click ADD



VERIFIERS PROCEDURES

Decentralised Identity Creation

&« c @ @ D localhost:9000/create-new-DID v @ m o & =

-~

Decentralised identity > new DID form
Create new Decentralized Identity

IP Address 17217128127

MAC Address 10-62-E5-10-BB-B8

[
Keyphrase w3 ’
A
VAL
aimey

Change Photo

T
@A oy K

g £ Type here to search

The above screen will be displayed on successful running of the application. Follow the below

steps to create and identity

Steps
1. Type in the Key Phrase (random Seed) - supports any character type
2. IP and Mac address fields are automatically detected
3. Drag and drop and image of size 256 * 256, format *PNG
4. Click on Get Identity to obtain a unique network id.

Note: All the input fields are mandatory

On successful identity creation, the page redirects to the Verification page. If failure, retry



Verification

¥ WAMPAC bl + =

&« c @ © O localhost:9000/verification g noe &=

Decentralised Identity > Identity(DID) Verification

My Wallet Information

Peer ID: QmMRf7Ly8ddkpXbRsrd6iuJtpwEsbARopoPoDBXHAXkSGhC
DID: QmfJQWRN2ypwsnmBWqYaTJbgfHb3DICyXsThoQBxGM5ywU
Wallet ID: QmZFNVje9jBARbLbCdvVvHpVEgon6o8ph8jblDpz2tpwXh

1P:172.17.128.125
77 00n
Sync Gathering Network Info, Please wait.
] = 0956
ﬂ Q Type here to search i i @ & ~pwme o, B

This page displays the wallet information of the verifier. Click on Sync, to obtain the network

information
¥ wampAC -
< ¢ @ - w noe & =

~

Decentralised Identity > Identity(DID) Verification

My Wallet Information Network information
QmbCNA2BPYhdYoppiSSPiAjUSgQusBBds2usGxuosLfsKU
Peer ID: QmRf7Ly8ddKpXbRsrd6iuJtpwEsbAROpoPoDBXxHAXkSGhC o mep
DID: QMEJQWRN2ypwsnmBWqYaTJbgfHb3DICyXsThoQBXGMBywU e L s
Wallet ID: QMZFNVje8jBARbLbCAVVVHpVEgon608ph8jbiDpz2tpwXh QmRf7Ly iuJtp RopoPoDBxk
IP:172.17.128.125
Q QLkf9fq ZKXCAJFK|
Q y7Ki ypgiGg! JQUMxUDIVyEJ5J5U8j2
- QMSRUZNEWBUPH4W9KUORSKoNqdprba3WrAqDQVIOAXQ2uH
QmPq QPRMAK! pBDJGLIYdDPA2Yq4aPUFN4
Q 77 0on
Enrolling user into the network..
. = = " 0G5
QO Type here to search i @ & ~Bm o B

Once the network information is synchronized, click on Enroll, to get your identity verified. If
Verified, page redirects to home page & you are authorized to perform any operation in the
network based on your role. If not, you are not allowed to join the network.



Dashboard

After successful Identity creation and enroliment into the network, the application will be

redirected to the main dashboard with a set of operations made available

-

W WAMPAC E +
<« c @ © D localhest:8000/dashboard/verifier one w I o& =
=
Q Last Logged on 2021-02-27T16:2817.852828800 [, [ Profile
AR Dashboard > Verifier
Home = iga
WAMPAC Blockchain Verifier Dashboard
WAMPAC Drive
Analytics
SYSTEM 18 9
Moritorn Unsafe Systems Safe Systems
9 Active Systems Unsafe Activites
Anomalies

User Traffic

QmMbn28Y4xSolPWt7hUZzGvYi9yglkqH7rVMUWWUS81kGuh
QmMdAUbUWRGRV7nh8xeg3mx3kAXEV4BgW 9dSAFXMK7bm3FZ
QmMeCA3Xs6Z2ar2hJ2sNmMIXESpXC4JhBhPRXJSCKEhKmRAa

Qmeie95BAVbHLCT4ZmjW5HIr8Zd3mTrdxd7qSPG4qkymmb5Sy

QMPLBGFBIRTILYV7UKCRK3LXpLZST2dhnzhV3QMXFCATEG restore Most Unsafe Systems

2 ; = - : i T
ﬂ 2 Type here to search i 7/ @ e ot O

On dashboard verifiers can visually overview the following about the whole network
1. Total number of nodes active in the network
2. Number of anomalies committed by different nodes

3. Log collection

Log Analysis

Verifiers can view and track the transactions committed by user nodes to the network regarding

the NMS logs and anomaly reports

=

¥ waMPAC B+
&« Cc @ © D localhost:9000/dashboard/user-log bad In o & =
Q Last Logged on 2021-02-26T15:47:30.564286000 ) Q Profile
T System > logs
Horee User Logging Details for QmdAUbuWRaRV7nh8xeg3mx3kAX5V4BqWIdSAfXMk7bm3FZ

WAMPAC Drive

1340187cela2 backup B

SYSTEM
Monitoring

Anomalies

n p 1549
ﬂ P Type here to search i J = ) B @~ e o




¥ WAMPAC X
¢« ¢ @ o @ moe =
W AMP AC (&) Last Logged on 2021-02-26T15:47:30 564286800 01 Profile
MAIN System > Llogs
17 Leanl User Logging Details for QmdAUbuWRaRV7nh8xeg3mx3kAX5V4BqW9dSAfXMk7bm3FZ
£ WAMPAC Drive Tid: 7662006800204cbe6a7fc69b33e0f351e18305690e212dba85231340187cela2
756e0068004
SYSTEM Did: QmdAUBUWRARV7nh8xeg3mx3kAXEV4BqWIdSATXMK7bm3FZ
(+) Monitoring
Share: Qmax7NUtIXwWPdMMwmfY5Q5cNfim8s3ghUhegukGJBD7ma
E] Anomalies
Hash: QMWyDcPFQWbTUpQx6w29cUgjK2aE9YQPd9gQydhRRNQQUY
verified and collected signature
; - — e
g S Type here to search - 4 ; ® v @ ~ 2w e swoam

The history of anomalies committed by the user nodes and its corresponding details like time,
type of anomaly, decision after reporting to the network can be tracked

< c @ w @
~
Q Last Logged on 2021-02-27T16:28:17.852828800 0 Profile
MAIN use
QmPLBGFbfRTILYv7ukcRk3LxplzST2dhnzhY3QMXFCATEG
Home 2021-02 866

WAMPAC Drive
Uncertified EXE

QMPLBGFbfRTOLYV7ukcRk3LxpLzST2dhnzhY3QMxFCATEG

SYSTEM 2021-02-26 18:50:14.4718706
Monitoring
Anomalies e : A
QMPZGa8jqMs7rp332UTrkLoi49gjfJPYZNmNtJugz7Vxuk
2021-02-26 5

Uncertified EXE
QmMPZGa8jqMs7rp332UTrkLoi49gjfJPYzZNmNtJugz7Vxuk

2021-02-26

ICMP
QMRHDIkXnDCDZTYITChKpjrobLPi767w5AA2fVeBXSE3MV
2021-02-26 19:23:07.8106626

usB

QMRHDikXNDCDZ Tyl TChKpjrobLPi767w5AA2fVeBXSE3MV
. .2 Bia

2021-02

619 - p— 16:30
ﬂ pol Type here to search i “ - @ G =l IENG 27-02-2021 -




File Sharing - WAMPAC Drive

In this page, you can view the list of shared files and its details. In order to create a new shared
file and set permission levels, click on Create New Contract

WAMPAC

4 c localhost

jol

Last ogged on 2021-03-0ame0I28 410910 (] A Profile

MAIN Main > WAMPAC Drive
Home
WAMPAC Drive 1 55

SYSTEM Token Balance
Monitoring

Update any files shared with other nodes in the network.

File Name

configjson  Details Update

A. Create Contract

Follow the steps to create a new shared file
Steps
1. Import a file you want to share
2. Click the drop-down button to choose the identity of user who should access the
contract
3. IP address of the corresponding user is auto filled
Type in the number of times that particular user has access
5. Click on add user button to add the access level details to the contract

¥ WAMPAC P + -
<« c @ © D localhost:3000/dashboard/upload-file BT nmoe =
=
Q Last Logged on 2021-02-26T15:56:03.217834200 T A Profile
MAIN
Browse... | DIDjson Contract Details
Home
WAMPAC Drive user DID o
Backed Up Files Please select one v 172.17.128.107
SYSTEM m
Monitoring IP Address 3
17217.128.106
Logs
Anomalies WriteCount 0
86.00%
Uploading New File, Please wait..




Note: Add your own identity to the contract since you are the initiator of the file

sharing process - Mandatory

6. After adding the required members, click on create to initiate the file sharing
process

7. After successful file sharing process, you will see the shared file details as
below

WAMPAC x| +

4 (o) n e localhost v = - » =

Last Logged on 2021-03-03119:01:28.410919 Q Profile

Main > WAMPAC Driy
MAIN e

Home

WAMPAC Drive 55

Token Balance
SYSTEM

Monitoring
Anorlies WAMPAC Drive ° Create New Contract
Update any files shared with other nodes in the network.

File Name

configjson  Details Update

8. Click on Details to view more information about the shared file

¥ WaAMPAC P+ =
< c @ © O localhost:9000/dashboard/files s b n o e =
WAMPAC Q Last Logged on 2021-02-26T15:56:03 217834200 A Profile
MAIN Main > WAMPAC Drive
£+ Home
5] WAMPAC Drive ”
- =] pIDjson
& Backed Up Files .
Token: Qmadrly i yavd. yuHWqx3JDud
File Hash: i 91TrMBsSTVrcVqQujh7ZiovHBYSB7CDf
SYSTEM

Status: true

+) Monitorin Contract Data
5 WAMPA [ —

£l Logs QmdAUbL o br 172.17.128.107 4

. Update any ‘QMWQWhHTBCFeWZiV7Y8eEgICPDY]hvEX22XMHYZAUKKUBE 172.17.128.106 3
E] Anomalies

FileNar You accessed this file 1times
DIDjson

3 402pM
H P Type here to search i s N =) 3_,-1‘5«11\31 5




B. File Operation - Update

WAMPAC

4 C
WAMPAC search logs Q Lastlogged on 2021-03-03mietsig0isexs [T Q. Profile
MAN Main > WAMPAC Drive
= Home
51 WAMPAC Drive 55
Token Balance
SYSTEM
+) Monitoring 2
File Token: Q OULNiB4aEtGuyi] jecugt
K] Anomdiias WAMPAC DI Create New Contract
Current Hash: QmdiP JKCHF9BAIp yrmNcKaTxnYigx
Update anyflleS€  [croose file | No file chosen
File Name

configjson  Det m

In order to update a particular file, Click on update button next to the file

The current version details of the file are displayed. Select the next version of the file you
want to update and click on update

The access permissions set in the creation stage is verified among the specified set of
identities while updating the new version of the file



Network Monitoring System

¥ WAMPAC x B =
<« c @ D localhost:9000/dashboard/NMS bad N @ & =
%
Q Last Logged on 2021-02-26TI5:56:03 217834200 uccess | A Profile
MAIN System > Monitoring
Home

File System File System

WAMPAC Drive o
Disk Storage .
Backed Up Files

Power Information 149 GB
SYSTEM Memory 13068
1268
Monitorin: - 5
9 File Descriptor 9368
Logs

Network Information o8

Anomalies b
TCP & UDP Statistics -

Session Information 1968

0Bytes

Process Information 155703 155803 1553:03  16:00:03 16:01:03  16:02:03 16:.0

time in 24 hours

ﬂ S Type here to search

A web Ul by default on startup should run the provenance-monitoring tool listening for an
incoming message.

In the Monitoring screen there are four graphs namely Memory, Disk Storage, File System and

File Descriptor continuously running in the background collecting respective data every one
minute to help populate the graphs.

Other components like Power Information, Network Information, TCP and UDP Statistics, Session

Information, Process Information generate relevant information where their respective buttons
are clicked.



TROUBLESHOOTING

1. Executable not loading while installation
> Go to “Task Manager” and check if required prerequisites are running

> If not, kill executable from the task manager and re-run the exe

2. Ul does not load

> Check if the port is open — contact network admin (refer Appendix for port details)

3. Ul Stuck
> Go to Task Manager and kill all the running services related to the product (ipfs,
java & exe)
APPENDIX

List of Ports
IPFS — 4001,5001,8080

Electron — 9000
Jar — 1898
Internal communication — 15010, 15011, 15040, 8787



